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Abstract 
Time-stamped event sequence data is being generated 
across many domains: shopping transactions, web 
traffic logs, medical histories, etc. Oftentimes, analysts 
are interested in comparing the similarities and 
differences between two or more groups of event 
sequences to better understand processes that lead to 
different outcomes (e.g., a customer did or did not 
make a purchase). CoCo is a visual analytics tool for 
Cohort Comparison that combines automated high-
volume hypothesis testing (HVHT) with and interactive 
visualization and user interface for improved 
exploratory data analysis. This paper covers the first 
case study of CoCo for large-scale web log analysis and 
the challenges that arise when scaling a visual analytics 
tool to large datasets. The direct contributions of this 
paper are: (1) solutions to 7 challenges of scaling a 
visual analytics tool to larger datasets, and (2) a case 
study with three real-world analysts with these 
solutions implemented. 
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Introduction 
Time-stamped event sequence data is generated across 
many domains. Business analysts use customer 
transaction histories to predict future purchases. 
Medical researchers and doctors use Electronic Health 
Records (EHRs) to find patterns in side effects among a 
group of patients. Oftentimes, analysts are interested 
in comparing two or more groups of event sequences to 
better understand the similarities and differences 
between them and how these histories affect outcomes. 

With more complex data in larger volumes than ever, 
exploratory data analysis is becoming prevalent and 
visual analytics are increasingly important. Visualization 
plays an important role in allowing analysts to explore 
their data more organically, allowing them to discover 
things they did not know existed, easily identify 
anomalies, and generate hypotheses. 

CoCo, for “Cohort Comparison,” is a visual analytics 
tool for exploring results of high-volume hypothesis 
tests with an interactive interface, curated sorted and 
filtering, and a pre-defined taxonomy of metrics. 
Previous work introduced CoCo and evaluated its 
efficacy in the medical domain through case studies 
[3,10]. This paper covers the first case study of CoCo 
to demonstrate the value of high-volume hypothesis 
testing when paired with an interactive user interface in 
the web log analysis domain. 

The direct contributions of this paper are: 

1. Proposed solutions to 7 challenges when extending 
HVHT to larger datasets, and 

2. A case study with real-world analysts using the 
solutions implemented in a visual analytics tool. 

We begin by reviewing related work in event sequence 
analysis and visualization. We briefly describe CoCo. 
From there, we describe the challenges of scaling high-
volume hypothesis testing for large-scale web logs and 
our iterative approach in solving these issues. Lastly, 
we implement these changes in CoCo and evaluate 
their efficacy in a case study with three analysts. 

Related Work 
Temporal Data Mining 
Automated hypothesis testing is closely related to data 
mining. Traditional data mining algorithms include 
frequent sequence mining [7,9] and association rule 
(itemset) mining [1]. Most of these techniques mine 
sequences in a single dataset rather than compare 
differences and similarities across two datasets. While a 
data mining technique can be used in tandem to 
facilitate similar comparisons (e.g. comparing frequent 
sequence results between two datasets), more 
specialized methods are needed to answer questions 
about which sequences occur significantly differently 
between datasets? Bay and Pazzani introduce contrast 
mining sets [2], an algorithm for detecting differences 
between groups based on record attributes (i.e., age, 
gender, or occupation). In addition to record attributes, 
we look at differences in the event sequences 
themselves, based on both occurrence and timestamps. 

Data mining algorithms are often a blackbox, allowing 
little user involvement during the process. Recent work 
has been done on interactive sequence mining 
[5,8,12,14], though these system focus primarily on 
mining frequent patterns in a single dataset, not 
differences between two datasets. 

Key Terms 
We define some key terms in 
the context of event sequence 
analysis. 

Event type. The category of a 
time-stamped occurrence. 

Event. A specific instance of an 
event type associated with a 
timestamp. 

Record. All events in a single 
user’s history. 

Sequence. Two or more events. 

Consecutive. A sequence of 
events uninterrupted by other 
events.  

Concurrent. Two or more 
events that occur at exactly the 
same timestamp. 

Cohort. A group of records.  

Prevalence. The percent of 
records containing an event 
type or sequence. 

Frequency. The number of 
times per record an event type 
or sequence occurs. 

 



 

Event Sequence Visualization & Comparison 
Gleicher et al. [6] provide an extensive survey of visual 
comparison techniques categorized into three metods: 
juxtaposition, superposition, and explicit encoding. 
Visualization tools have been designed for event 
sequence data [11,13], however there has been little 
research on visualizing event sequence comparisons. 

Zhao et al. [16] design MatrixWave to compare the flow 
of users in clickstream datasets. MatrixWave focuses on 
differences in the occurrence of immediate, pairwise 
steps in the event stream, whereas we generalize to 
differences in sequences of any length, as well as 
differences dealing with time. Vrotsou et al. [14] 

introduce a set of event sequence similarity metrics; we 
focus on difference metrics, but believe our work can 
applied to these metrics as well. Towards large-scale 
event analytics and visualization, Wongsuphasawat and 
Lin [15] develop two interactive visualizations for 
common analysis tasks and Du et al. [4] propose 14 
strategies for coping with volume and variety in large 
event sequence datasets. 

Overview of System 
In this section, we provide a brief overview of the 
CoCo’s metrics and interface (Figure 1). A complete 
taxonomy is discussed in previous work [10], in 
addition to the motivation for the interface design. 

Figure 1. All data shown is synthetic. An extended description is given in the sidebar.  

Overview of CoCo 
CoCo is comprised of five main 
panels that enable users to 
systematically explore results 
of high-volume hypothesis 
tests: (1) A scattergram that 
displays all sequences found in 
the dataset and their 
occurrence in each of the 
cohorts provides a way to 
control sample size,  (2) an 
aggregated overview of each of 
the cohorts allows users to see 
broad trends, (3) flexible 
methods for filtering and 
sorting the result set based on 
p-value or metric enable users 
to easily highlight potentially 
meaningful results, (4) a 
visualization to easily scan the 
result set, and (5) details-on-
demand allow users to explore 
a selected result in more detail. 



 

CoCo includes five metrics in its current version: 
prevalence of events, sequences, and non-consecutive 
event pairs; duration of consecutive event pairs; and 
frequency of events. 

Interface 
Top, left: A scatterplot of all sequences, colored by 
consecutive or non-consecutive. Each axis is the 
number of records that contain the record in alpha 
cohort and beta cohort. 
Top, center: Aggregated EventFlow [11] overviews. 
Top, right: Methods for filtering and sorting the result 
set. Filtering is possible by event type, record coverage, 
significance, metric type, or sequence type. Users can 
sort results based by ratio and significance, significance 
only, ratio only, alpha value, or beta value. Users may 
use the default p-values or apply a correction. 
Bottom, left: The results are displayed in a ranked list. 
Each row represents a result, and the hypothesis is 
shown in the middle. Icons to the left indicate metric 
type: Percent (%) for record coverage, clock for time, 
and round arrow for frequency. The sequence is shown 
to the right of the metric. Each bar represents an 
event, colored according to the legend (left). A bar 
grows to the left or right indicating the ratio of values 
between the two groups.  The bars are colored by 
significance (black is p < 0.01). 
Bottom, right: Details-on-demand of the result are 
shown to the right when a user clicks a specific event. 
For average metrics (e.g., time or frequency), users 
can see a distribution of the value in each cohort.  

Scaling HVHT to Larger Datasets 
Previous versions of CoCo had only been used on 
relatively small datasets of up to 2,000 records per 
cohort and up to 50 event types. Web log datasets, on 

the other hand, record millions of users who access the 
website per day and hundreds of clickstream events per 
user. The increased volume of records and variety of 
event types presented new challenges for CoCo on both 
the front- and back-ends. Through an iterative process 
over six weeks, analysts highlighted challenges they 
faced with CoCo’s current implementation, we proposed 
solutions, implemented them into CoCo, and received 
further feedback from analysts about these solutions 
and additional challenges. We cover the seven major 
challenges and their solutions, divided into two main 
areas: efficiency on the backend (1—3) and the 
analytical process on the frontend (4—7). 

CHALLENGE 1: LONG WAIT TIMES FOR COMPUTATION 
Long wait times can cause an analyst to lose 
concentration and incur more time recalling their task. 
In an effort to minimize long waits, we implemented 
two timesaving changes. 

The original version of CoCo counted every sequence 
that appeared in the loaded datasets. However, in the 
clickstream data, there were some records that had as 
many as 320 events. Based on observations of the 
previous three case studies, we found the analysts 
often did not look at results of sequences of length 
more than four. Typically, longer sequences were more 
obscure and analysts were not able to derive 
meaningful insights from them. We chose to implement 
a sequence length limit of 10, to be adequately long 
enough for the longer sequences found in clickstreams. 
In the use of this new limited version, analysts still 
looked mostly at sequences of length 4—5 at most, so 
there was no need to extend the range beyond length 
10. We did not further reduce the length limit because 
performance at this stage was reasonable. Limiting the 

Figure 2. A table of the p-value 
distribution across metrics provides a 
way for analysts to understand if the 
dataset contains more than expected 
false positives. The table also serves 
as a filter, where users can click to 
remove a p-value group or a metric 
group. 



 

sequence length offered a speed up of about 15x. If 
future datasets would benefit from a shorter limit, we 
will leave determining the ideal limit for future work. 

CHALLENGE 2: BROWSER DATA TRANSFER LIMITATIONS 
Larger datasets require more hypotheses to be tested, 
thus larger result sets to return to the browser. Due to 
some browser limitations, it is not possible to send data 
over a certain size. Thus, to reduce the volume of the 
result set, we automatically filter those sequences that 
occur in less than 1% of the records. 

CHALLENGE 3: PRECISION LOSS WITH CORRECTIONS 
When a statistical correction, such as Bonferroni 
Corrections, is applied, the p-values are divided by the 
number of hypotheses that are tested. This results in 
very small values. Previously, CoCo showed p-value 
precision up to two decimal points, but now shows four. 

CHALLENGE 4: VISUALIZING BOTH COHORTS 
With a large dataset, an analyst may not know what his 
or her data looks like. We embedded EventFlow [11] 
displays for each cohort to provide this overview. 
EventFlow was chosen because many of our users are 
familiar with it, and its aggregate display provides an 
overview of the most frequent patterns across the 
cohorts in a compact view that will scale to large 
datasets without using more space. 

CHALLENGE 5: CHANCE OF FALSE POSITIVES IS INCREASED 
We highlight the potential for false positives by 
providing the distribution of p-values to the user in a 
filterable table (Figure 2). Two statistical experts that 
we consulted with suggested this, because with any 
statistical test that is applied many times to a single 
dataset, there is some likelihood of false positives. By 

providing the user the distribution of the resulting p-
values, the user can see if the actual distribution of p-
values is what would be expected by random chance or 
if it is in fact affected by the content of the dataset. 

CHALLENGE 6: LARGE NUMBER OF EVENT TYPES 
By default, CoCo starts by showing only the results for 
single event types (sequences length 1) so analysts can 
make informed decisions about which events occur 
frequently and which might be important to the 
analysis. After determining if any events can be 
dismissed, analysts can filter out those events that they 
deem unrelated or unimportant to their questions.  

CHALLENGE 7: BEGINNING ANALYSIS IS DAUNTING 
With hundreds of thousands of hypothesis results, it 
might be daunting for analysts to know where to start 
with their analysis. To simplify this process, we suggest 
two methods. 

First, we recommend a process model and arrange the 
layout to match this process. We rearranged the panels 
on CoCo to suggest the order in which analysts should 
explore their dataset. We first provide methods for 
seeing an overview of the all the data (scattergram and 
cohort overviews) on the top left, followed by more 
detailed views of the result set. Controls for filtering 
and sorting this list are prominently displayed on the 
top right. 

Second, we provide default values for all filters and 
sorting methods. While these filters are customizable, 
the default values provide the simplest starting point 
for the users. It is important that the default values are 
carefully chosen. For example, for sequence length, we 
decided to start with length 1, since users are often 



 

overwhelmed after looking for at the long results list. 
Starting with length 1 allows users to get a bearing on 
the events in their cohorts and allowing them to choose 
when they are ready to move onto the next result set.  

Case Study 
Three analysts used CoCo with a real-world event 
sequence dataset. One analyst was an experienced 
user of CoCo and two were novice users. The dataset 
contained users’ events on a product website, such as 
viewing the display ads, signing up for promotions or 
free trials, and purchasing products, and all three 
analysts used the same dataset to compare the group 
of users who purchased the products without using 
trials versus with using product trials. In particular, the 
analysts explored the occurrence of the display ads and 
retargeting events (e.g., an ad for a product the user 
has already viewed). 

By exploring events that are statistically significant in 
the result panel, analysts found one group viewed 
display ads more than the other group, and that group 
also contained more retargeting events than the other 
group. By investigating more on other events such as 
product trial and adoption using CoCo, analysts 
hypothesized that the first group, who viewed the 
display ads more, seemed fairly new to the websites’ 
product offerings (“explorers”) while the other group, 
who were exposed to fewer display ads and retargeting, 
seemed to have good knowledge about the websites’ 
products and offerings (“experienced users”).  

Since the datasets contained many events (over 150), 
the analysts found the event filtering most helpful and 
they were able to focus the analysis on specific events. 
In addition, the reduced metric calculation time 

provided a much better user experience for data 
analysis, as the analysts did not need to wait for CoCo 
to load data and finish hypothesis testing before they 
could begin their explorations. Analysts all mentioned 
that the results were a bit linear, and they would prefer 
to have more freeform exploration and interactions to 
explore individual sequences.  

Conclusions and Future Work 
This work explores the applicability of high-volume 
hypothesis testing (HVHT) to large-scale web logs. 
Through an iterative design process, we identify 7 
challenges for extending a visual analytics tool, CoCo, 
to larger datasets and proposed solutions. Though we 
apply these solutions to a single analytics tool, we feel 
this can be extended to any tool that involves a large 
number of computations and statistical uncertainty.  

Providing more control over finding the sequences and 
allowing users to select sequences of interests would 
provide a more freeform analysis. Additionally, there 
are a limited amount of colors that can be used for the 
event types, which may cause ambiguity without the 
use or patterns, borders, or shapes. Lastly, we use a 
specific set of metrics for event sequence comparison, 
but the interface could be extended to display results of 
more traditional data mining techniques or metrics for 
datasets besides event sequences (e.g., networks). 
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